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Reconstructing stochastic attractors from
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We studied the catalytic NO,(g) + Hx(g)/Pt system on model platinum catalysts with nanoscale spatial
resolution by means of field emission microscopy (FEM). While the surface of the catalyst is in a non-
reactive state at low H, partial pressure, bursts of activity are observed when increasing this parameter.
These kinetic instabilities subsequently evolve towards self-sustained periodic oscillations for a wide
range of pressures. Combining time series analyses and numerical simulations of a simple reaction
model, we clarify how these observations fit in the traditional classification of dynamical systems.
In particular, reconstructions of the probability density around oscillating trajectories show that the
experimental system defines a crater-like structure in probability space. The experimental observations
thus correspond to a noise-perturbed limit cycle emerging from a nanometric reactive system. This
conclusion is further supported by comparison with stochastic simulations of the proposed chemical
model. The obtained results and simulations pave the way towards a better understanding of reactive

rsc.li/pcecp nanosystems.

| Introduction

Field emission microscopy (FEM) is a powerful method to study
the dynamics of solid-gas interactions taking place on the
surface of a nanosized metal tip, the extremity of which acts as
a model catalyst."™ FEM is based on the emission of electrons
from the sample in the presence of an electric field. According to
the Fowler-Nordheim equation,”® for a constant electrical field
and temperature, the current density emitted from a metal
sample depends only on its local work function. The work
function depends on the crystallographic orientation of the
facets of the metallic sample and may also change in the pre-
sence of adsorbates or surface reconstructions.””® Consequently,
the adsorbate-induced local variations of work function translate
on the screen of the microscope into modifications of the
observed brightness pattern. Studies can thus be performed in
real time during ongoing catalytic reactions with the help of
video techniques. The nanoscale resolution of FEM provides in
this way information about the local surface composition and its
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variation over time. The microscope can be used to study the
dynamics of non-equilibrium reactive systems at the nanoscale,
by running it as an open chemical reactor with a constant
pressure of gas-phase reactants and a controlled temperature.
When bringing such a system far from thermodynamic equilib-
rium, nonlinear dynamics like explosive behaviors and periodic
oscillations may emerge.'®"

The present paper is focused on the nonlinear behaviors
occurring on the surface of a nanosized Pt sample put in
contact with NO, and H, gases. This reactive system was shown
to feature complex dynamical phenomena, including unimodal
and multimodal periodic oscillations.*™® The emergence of
such behaviors is usually rationalized in terms of nonlinear
deterministic evolution equations for the chemical species
involved. This approach allows for the identification of bifurca-
tions, which signal the occurrence of qualitative changes in the
nature of the attractors underlying the kinetics of the system.
However, the small size of the samples used in FEM has the
consequence that the dynamics of the system is strongly affected
by fluctuations. Under such circumstances, the traditional con-
cepts and objects appearing in a deterministic modelling approach
need to be replaced by their stochastic counterparts.

In this work, we combine real-time FEM measurements
of the chemical activity at the nanometric scale with non-
linear time series analyses to detect bifurcations and recon-
struct the probability distribution of fluctuations around the
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underlying attractor. For the sake of brevity, we will name the
structure defined in this way a ““stochastic attractor’”. We show
in particular that the observed oscillations can be related to the
presence of a crater in the probability distribution of the
system’s state, as predicted by stochastic theories of reactive
systems. The reconstruction of attractors allows for an estimation
of the dimensionality of the system’s deterministic “backbone”
and of the degree of dispersion of trajectories around this
deterministic state of reference. The conclusions drawn from
data analyses are additionally supported by a stochastic model
for the reactions taking place on the sample.

The paper is organized as follows. In Section II, we provide
details on the experimental setup and on the procedure used to
extract the time series. Section III is devoted to a presentation
of the main dynamical features associated with the system.
The phase space reconstructions are presented in Section IV.
We discuss and present a simple chemical mechanism in
Section V, in which we also compare the predictions of this
model to the results of data analyses. We finish with a short
summary and a discussion on possible extensions of this work
(Section VI).

Il Methods

The experiments were carried out in a stainless-steel field
ion/electron microscope with a base pressure of 10”7 Pa. Details
on the setup and principles of the methods can be found
elsewhere.'® The platinum field emitter tips, used as model
catalysts, were electrochemically etched in a molten salt mix-
ture of NaCl/NaNO; (1:4 w/w). The samples were then cleaned
in situ by cycles of treatments consisting of field evaporation,
annealing and ion sputtering.™® The tips were eventually char-
acterized with atomic lateral resolution by field ion microscopy
(FIM) at 60 K.

The microscope can be operated either in a FIM, or in a FEM
mode. FIM provides atomic lateral resolution of the tip but
requires high electric fields (=10 V nm ™) for the ionization of
the imaging species. The use of large electric fields can repre-
sent an important drawback for the monitoring and analysis of
chemical reactions. Strong electric fields are known to affect
processes such as chemisorption and surface mobility. They
can also modify the binding energies of adsorbates and thus the
rate and/or mechanism of surface reactions."”** They moreover
cause mechanical strains that can make the tip fracture, which
leads to the destruction of the whole sample. To overcome such
difficulties, the FEM mode was preferred in this study since
FEM requires electric fields up to ten times less than those used
in FIM.

The sample was heated to 390 K and a field of 4-5 V nm™
was applied, which is sufficient for image formation to occur.
A mixture of nitrogen dioxide (purity 98.0%) and dihydrogen
(purity 99.9996%) was then admitted into the chamber at
pressures ranging from 107> to 5 x 10~ > Pa and the ongoing
reaction was followed by video-recording the screen of the
microscope. The time resolution of the video camera was 40 ms.

1
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As mentioned in the Introduction, the local variations of the
work function ¢ result in a dynamical brightness pattern on the
screen because the intensity of the emitted current decreases
exponentially with this quantity.>® The average work function
of Pt is ¢ = 5.3 eV.”>?! Introducing hydrogen in the reaction
chamber at 390 K does not change the work function,?” but the
presence of oxygen species, resulting from NO, dissociative
adsorption, leads to an increase A¢ = +1 eV at 400 K on {111}
and {001} facets*" and thus to a darkening of the FEM pattern.
It has been suggested that NO, hydrogenation is accompanied
by the formation of H,0."" Adsorbed water molecules are
known to decrease the work function on Pt, with A¢ = —1.02 eV
at 77 K,** which results in a brighter image. The dynamics of
the process was analyzed by measuring the variations of bright-
ness in time, image by image. In the case of an 8-bit coding, the
brightness range spans over 256 shades of gray.

Fig. 1a shows a field ion micrograph of a pure platinum
sample at 60 K. The most protruding atoms appear as white
dots and selected planes are indicated by their Miller indices.
Fig. 1b corresponds to the same sample imaged by FEM at
390 K during the NO, + H, reaction. The magnifications in FIM
and FEM modes are identical and the identification of the
different crystallographic orientations performed in FIM can be
used to interpret the FEM images. A convenient way to do so is
to invert the gray scale of the FEM pattern and to superimpose
it on a FIM image, as shown in Fig. 1c. The resulting image

Fig. 1 (a) Field ion microscopy pattern of a pure platinum sample at
cryogenic temperature with atomic resolution (temperature T = 60 K,
neon pressure Pye = 2 x 1073 Pa, electric field at the apex: F ~ 35V nm™Y);
(b) field emission microscopy pattern during reaction between NO, and H,
(T=390K F~ 4Vnm™ Pyo, = 3.64 x 107* Pa, Py, = 1.05 x 1072 Pa);
(c) superimposition of FIM and FEM patterns. The circle indicates a typical
region of interest (ROI) subject to brightness monitoring; (d) magnification
of one of the probed regions, corresponding to a (012)-type facet with an
area of ~8 nm?.
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shows the correspondence between the two patterns and high-
lights the region for which we decided to monitor the bright-
ness with a dedicated software.”® A typical region of interest
(ROI), which covers a {012} region of the sample, is indicated
with a red circle in Fig. 1c and is magnified in Fig. 1d.

This family of facets has been determined to act as the
pacemakers of the NO, + H, reaction on Pt tips.>>>® Recent
work also showed that these facets do not undergo reconstruc-
tion or restructuration,'® which makes the interpretation of the
changes in brightness easier since the local morphology of the
sample (and hence the local electric field) remains so to say
constant. There are approximately 40-45 surface atoms in this
ROLI. Taking into account the fcc structure and lattice parameter
of Pt, the probed area can be shown to cover ~8 nm?.

lIl Local dynamics on relevant regions
of interests

In this section, we briefly recall the main dynamical features
associated with the NO, + H,/Pt system hereby studied. The
interested reader can refer to ref. 13-15 for a more detailed
description of this reactive system. We studied NO, hydrogena-
tion on the apex of a single platinum tip with a radius of
curvature of ~20 nm. Maintaining a constant NO, pressure in
the 10~ * Pa range, the pressure of H, was raised from 10~ ° Pa to
approximately 10> Pa. This increase revealed the existence of
two main dynamical regimes. At low H, pressures, the bright-
ness of the image in the ROI fluctuates around a low, constant
value. The low brightness has been attributed to the presence of
large amounts of adsorbed species O(ads) and/or NO,(ads),
which tend to increase the work function and thus to decrease
the intensity of the emitted current.® Increasing the H, pressure
leads to stronger fluctuations until a critical value Py; is reached,
above which self-sustained oscillations are observed (Fig. 2a).
These oscillations correspond to a periodic alternation between
states of low and high brightness. The rapid increase of bright-
ness emerging from the dark background has been attributed to
a fast water formation process.” The periodic character of the
dynamics could be confirmed with Fourier power spectra of the
time series (Fig. 2b), which show a well-defined frequency of
0.328 Hz for the depicted example.

To further characterize the properties of the fluctuation-
perturbed oscillations, we also computed the normalized auto-
correlation function

where B is the brightness of the signal, ¢ — ¢, is a time interval
and the brackets stand for averaging over the time of reference .
The autocorrelation function of the signal provides interesting
information on the robustness of oscillations (Fig. 2c) since it
measures the degree of linear correlation between two of the
system’s states as a function of the delay.>”*® The fact that the
autocorrelation function shows damped oscillations with an
envelope extending over several periods means that oscillations
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Fig. 2 (a) Time series of the brightness during self-sustained periodic
oscillations. The conditions are: T= 390 K, F ~ 4 V nm™%, Pno, = 3.64 x
107 Pa, Py, = 1.05 x 1072 Pa; (b) Fourier power spectrum of this time
series showing a well-defined base frequency of 0.328 Hz; (c) interval-
dependent autocorrelation function. The red line indicates when the envelope
of the damped oscillations reaches half of its initial value.

taking place successively are highly correlated, while those
separated by large delays are only poorly correlated. In the case
of Fig. 2c, the half-time of the envelope of these oscillations
t1» is close to 10 periods (see the red line). The unexpected
regularity of this phenomenon could be traced back to a strong
spatial coupling involving the propagation of ultrafast chemical
waves across the tip.'>

The change from the steady-state to the oscillating regimes
can be summarized in a bifurcation diagram. Fig. 3 plots the
average frequency of oscillations as a function of Py, for a fixed
pressure of NO, at 390 K. The frequency is zero for the steady-
state found at low Py, and it is seen to increase with this pressure
after the bifurcation point Pf;, has been crossed. The increase in
frequency was shown to be consistent with the occurrence of an
infinite period bifurcation.’ Due to technical limitations, the
H, pressure cannot be increased beyond the last point shown in
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Fig. 3 Frequency of oscillations as a function of the H, pressure. All other
parameters are the same as in Fig. 2. The blue line is a power law corre-
sponding to an infinite period bifurcation (see ref. 14 for a more detailed
discussion on the bifurcation involved). Adapted with permission from
ref. 14. Copyright 2015 American Chemical Society.

this figure but experiments performed under slightly different
conditions (at a lower base pressure of NO,) indicate that the
frequency tends to saturate and subsequently decrease for
larger Py, values. The amplitude of oscillations, on the other
hand, does not show any specific trend. Oscillations present a
rather large amplitude as soon as the bifurcation is crossed,
and this amplitude remains more or less constant, irrespective
of the distance from Py .

IV Dynamical attractors

An alternative and more revealing way of characterizing a non-
linear dynamical system is to analyze the properties of the
attractor(s) corresponding to the observed dynamics. If our
observations indeed correspond to fluctuations-perturbed self-
sustained oscillations, one should be able to reconstruct trajec-
tories in the phase space spanned by the variables controlling the
dynamics and verify that they define an underlying limit cycle.”

It is however often impossible to access the ‘“‘true” phase
space and attractors of a system since all these variables are not
accessible.® It was shown that the most important topological
properties of attractors are conserved when using, instead of the
“true” state variables, new coordinates corresponding to delayed
time series of a single measurement,> ** This technique is
known as the time-delay embedding method. We thus define a
collection of vectors B(t), B(¢t + 1), B(t + 21),...B(t + (dg — 1)7),
where B(t) stands for the brightness measured at time ¢ and 7 is a
delay, and will construct a phase space on this basis. Important
parameters in this approach are the value of the delay and the
number of delayed time series to be retained, which defines the
dimensionality, or more precisely the embedding dimension d,
of the reconstructed phase space. This embedding dimension
represents the dimensionality of the space in which the attractor
can be fully embedded.

To determine the optimal delay, we calculated the average
mutual information (AMI). The AMI is a measure of the degree
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of correlation between measurements taken at different times.
The first minimum of the AMI as a function of the time
difference often provides a good choice for the delay, which
can then be used to estimate the embedding dimension. We
determined the optimal embedding dimension with the false
nearest neighbors (FNN) method.>* The FNN method is based
on finding data points that are close in a space of dimension
N and on verifying if they remain close in a space of dimension
N + 1. If they do not remain close to each other, these data
points are considered as “false neighbors”. The procedure is
iterated until the fraction of false neighbors converges to a
minimum and the corresponding dimension is considered to be
the optimal embedding dimension dg. Other approaches, includ-
ing calculations of the correlation dimension, did not lead to
convergent (or meaningful) results because of the background
noise. The AMI and FNN analyses were performed with the TISEAN
3.0.1 package for nonlinear time series analyses.>® More details on
the use of these techniques for the analysis of nanoscale systems
can be found in ref. 36.

Table 1 summarizes the values of the embedding dimension
for the reported oscillations. We obtained a value of dg com-
prised between 3 and 5 (with dg = 4 for the example shown in
Fig. 2), which suggests that the dimension of the attractor is
smaller or equal to 5. For a limit cycle, an embedding dimen-
sion of 2 is sufficient since the attractor itself is 1-dimensional
but noise is often observed to lead to higher dimensions with the
FNN technique. In our case, similar dimensions were obtained
when the high-frequency background noise of the original signal
had been filtered out (with a low-pass filter or with the linear
noise reduction data processing tool in TISEAN). This result
indicates that the high dimensionality we obtained is not a
consequence of the rapid fluctuations of low amplitude but
rather of the variability of the amplitude of oscillations (the
period being usually very well-defined), which cannot be removed
with simple noise reduction techniques.

This can be confirmed by analyses done on a “mean” time
series obtained by performing a periodic averaging procedure,
in which the original time series are divided into boxes whose
size is equal to the mean period and from which a mean

Table1 Pressures of the NO, and H, reactants, optimal delay (z) obtained
with the AMI and embedding dimension dg as determined by the FNN
method in the case of oscillating dynamics (see text for more details). The
Theiler window was taken in each case to be equal to 3t;,; (the half-time of
the autocorrelation function)

Pno, (Pa) Py, (Pa) 7 (s) dy
5.36 x 10°* 1.57 x 102 1.12 5
5.36 x 107* 2.41 x 1072 0.92 4
5.43 x 10°* 4.45 x 10?2 0.60 5
5.43 x 107* 1.91 x 1072 0.80 5
5.43 x 10~* 3.48 x 107° 2.00 5
3.64 x 10°* 1.05 x 102 0.40 4
3.64 x 1074 1.46 x 1072 0.40 5
3.64 x 1074 2.10 x 10?2 0.60 3
3.64 x 10°* 4.00 x 1072 0.80 4
2.16 x 1074 2.00 x 1072 1.20 5
2.16 x 1074 2.18 x 1072 1.80 5
2.16 x 104 2.44 x 102 2.44 4
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oscillation is obtained by averaging the signal over all these
boxes. With such a mean, representing the deterministic backbone
of the oscillations, we found dg, = 2 in all cases. This suggests that
the underlying deterministic attractor is 1-dimensional (fractal
dimensions can be ruled out since the mean oscillations do not
show any sign of chaotic behavior).

It is instructive to show how the signal trajectories fluctuate
around the mean cycle (as defined above). The values of the
embedding dimensions obtained for the original time series
suggest that fluctuations around the mean attractor can be
embedded in a space whose dimension ranges between 3 and 5.
For visualization purposes, we will here show 2-dimensional
projections of these spaces. Fig. 4 plots such a 2-dimensional
phase space for the time series of Fig. 2, for which the optimal
delay is © = 400 ms. The mean oscillation is depicted in red
and the black arrows are the velocities of trajectories. These
vectors were calculated by regrouping trajectory points into
2-dimensional bins (whose size was determined by the square-
root law) and by calculating the average motion in phase space
from all the points in each box. The vector field constructed in
this way shows that the amplitude of the signal can sometimes
strongly vary: fluctuations transversal to the limit cycle may be
as large as the limit cycle itself. On the other hand, we already
mentioned that the period is well-defined and fluctuates only
slightly. This robustness can be seen a consequence of the
attracting character of the underlying cycle, as witnessed here
by the fact that points located far from the cycle are strongly
attracted by it (the local speed is large). Similar characteristics,
namely robust periods with highly fluctuating amplitudes, were
observed for model chemical oscillators with strong nonlinear
feedback.®”

Phase space reconstruction can also be used to evaluate the
probability distribution of trajectories around the deterministic
attractors. The histograms shown in Fig. 5a were built from the
trajectories in phase space corresponding to time series taken
for parameter values where no oscillations are seen. We used
the delay and the dimension obtained for the oscillations
to reconstruct the phase space for this steady state as well.
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Fig. 4 Average dynamical attractor, reconstructed from the time series in
Fig. 2 as obtained with the delay-embedding method (with © = 400 ms)
(in red). The vector field is also represented highlighting the fluctuations in
amplitude of the dynamics, as well as the trajectories around the limit cycle.
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Fig. 5 3-Dimensional histograms reconstructed from the time series
(a) of the steady state before the bifurcation point (PH2 =1.18 x 1073 Pa)
and (b) of the oscillations presented in Fig. 2. All the other parameters are
the same as before and the time delay 7 is the same as in Fig. 4. A color
scale was used to distinguish more easily states of high probability (red)
from low-probability states (blue). A smoothing (spline) of the histograms
has been applied for the sake of presentation.

The reconstructed space is divided into boxes and the logarithm
of the number of phase space points in each box is plotted on the
vertical axis. In the absence of oscillations, the system is char-
acterized by a one-humped probability distribution centered on
a single value corresponding to the mean of the signal.

This shape is characteristic of fluctuations around a stable
steady state. It drastically changes when oscillations appear (see
Fig. 5b): after the bifurcation point, the trajectories define a
crater-like structure whose rim corresponds to the mean limit
cycle and whose slopes are shallow in the zones of large devia-
tions from the cycle and are steep whenever trajectories tend to
concentrate close to it. These properties are those expected
in the case of a noise-perturbed dynamical system having a
periodic deterministic backbone. To the best of our knowledge,
these results represent the first experimental evidence of the
existence of such stochastic attractor at the nanoscale.

V Kinetic model

The shape of the stochastic attractors presented in the previous
section points to the idea that the observed phenomena corre-
spond to a nonlinear dynamical system perturbed by noise.
In view of the properties of the system at hand, we expect this
noise to be of molecular origin. In this section, we present and
analyze the most relevant features of a model for the reaction
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under consideration. Our main objective will be to identify the
source of nonlinearities and to confirm the origin of the noise
affecting the system’s dynamics.

V.a Reaction mechanism

The core of the reaction is expected to correspond to a
Langmuir-Hinshelwood type of process. Accordingly, we sup-
pose that the two reactants adsorb from the gas phase following
the elementary steps:

NO,(g) + xS 2 NO,(ads) (1)
H,(g) + 2S = 2H(ads) (2)

In these equations, S stands for an empty surface site and (g)
and (ads) refer to gas-phase and adsorbed species, respectively.
Here, we used the fact that the adsorption of H, is known to be
dissociative on most Pt facets at the temperature of interest.
Studies performed with density functional theory (DFT) calcu-
lations suggest on the other hand that the adsorption of NO,
can be molecular.’® The stoichiometry of degree x > 2 used in
eqn (1) is representative of the idea that a single adsorbed NO,
molecule can block several adsorption sites.”®

Next, we include the fact that the molecularly adsorbed NO,
species can subsequently decompose into NO and O:

NO,(ads) + yS — NO(ads) + O(ads) + (x — 2 +y)S  (3)

We consider this step to be irreversible since the formation of
NO, from NO and O on Pt is very unlikely at 400 K.*® It was
shown by DFT calculations that the decomposition of NO, on
Pt requires at least one empty surface site,?® so that y > 1. The
exact dependence of the NO, dissociation probability on the
fraction of available active sites is not known. In view of its
adsorption geometry,”® we should expect however that the
dissociation of NO, becomes strongly hindered when the frac-
tion of empty sites decreases below a given critical value.

We also take into account the possibility for the released NO
to either desorb or dissociate,

NO(ads) — NO(g) + S (4)
NO(ads) + zS — N(ads) + O(ads) + (z — 1)S (5)

Re-adsorption of NO can safely be neglected since NO(g) is pro-
duced in small amounts and since the gas phase is subjected to
continuous pumping. Previous kinetic models for the decom-
position of NO,*® as well as DFT studies performed on surfaces
with various crystallographic orientations,*® indicate that the
decomposition of NO is irreversible and is such that z > 1. The
final steps of the model include reactions between adatoms to
give water and N,, respectively

O(ads) + 2H(ads) — H,O(g) + 3S (6)
2N(ads) — Ny(g) + 2S (7)

These reactions are irreversible because the partial pressures
of H,0O(g) and Ny(g) are kept negligible by the continuous
pumping. Both N, and H,O have extremely short lifetimes on
Pt at 400 K, so that we do not need to consider the adsorbates
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H,0(ads) and N,(ads). The reaction (7) is supposed to be fast
in order to prevent the formation of NH, species, which are
not observed in the experiments. Note that the steps (1)-(7),
on which we base our model, are a simplification of a more
general double-path mechanism developed earlier for this
reaction."?

V.b Mean-field properties

To quantify the deterministic kinetics associated with steps (1)-(7),
we consider the time evolution of the coverages [X] = Nx/Q, where
Ny stands for the number of adsorbed particles of a given species
and Q represents the constant total number of available active sites.
In the limit of homogeneous ideal systems, the evolution equations
for these variables read:

% = ki[S]"—k_1[NO2] = k3[NO2JG([S]) ~ (8)
@ — k3[NOJG([S]) — ka[NO] — ks[NOJ[S] (9)
%?] — I5[NOAG(S]) + ks[NOJ[SF —k[O[H]®  (10)

§g;1::2kﬂSf——2k72Hﬂ2—2k6K)”}ﬂ2 (11)
@ — ks[NOJ[SJ —2ks[N]? (12)

Note that in the type of experiments we are modelling here, the
temperature of the solid substrate and in the gas phase can be
considered constant. In the above equations, the concentration in
empty sites is given by [S] =1 — x[NO,] — [NO] — [O] — [H] — [N]
and k; (k_;) is the reaction rate constant of step i (and its
reverse —i). The pressures of NO,(g) and H,(g) are included in
the kinetic constant k, and k, respectively (see Table 2). To take
into account the strong dependence of NO, dissociation on [S],
we introduce a Heaviside-type function G([S]) such that

G([S]) = [S)" when [S] > [S

crit
=0 otherwise

Note that this is a standard way to model surface processes
characterized by a critical concentration.

The above system of equations can be further simplified.
We first note that the coverage in nitrogen adatoms [N] is
expected to be very low since k; > k5 on Pt at the temperature
of interest (see, for example ref. 39 and 40) and we thus
neglect this quantity. Second, we can take advantage of the
fact that oscillations are observed at high Py /Pno, ratios so
that k, is much larger than k. Since the rate constants for the
desorption of H, and for the formation of water are also large
at T ~ 400 K, the coverage [H] involves fast processes only
and can be evaluated by adiabatic elimination (i.e., by setting
d[H]/dt = 0):

N k> 2
ko
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Table 2 Numerical values for the parameters used in egn (13)—(15). The
values of k; and k, were calculated by multiplying the hitting frequency
from the kinetic theory of gases by an initial sticking coefficient of 0.9 for
NO, (a value close to that of NO) and of 0.2 for H,*

Kinetic ~ Pre-exponential Activation energy Value at

constant factor (s™) (k] mol™) 390 K (s™') Source

ky 1.52 x 10° Pyo, — — This work

k_q — — 3.5 This work

ks 1.66 x 10° Py, — — Ref. 41

k 1.0 x 10*? 104.5 9.8 x 10 Ref. 39 -
Pt(100)

ks 1.0 x 10%3 49.1 2.7 x 10°  Ref. 28 -
Pt(100)

ks 1.0 x 10%° 146.5 2.4 x 107° Ref. 40

ks 1.0 x 10%? 107.1 4.5 X 102 Ref. 40

ke 1.0 x 10" 54.34 5.3 x 10°  Ref. 28 -
Pt(100)

The mean-field evolution equations for the model under con-
sideration thus finally read

d[NO,)

Ta k1 [S]*—k_1[NO;] — k3[NO,]G([S]) (13)
= 15INOAG(S) + KINOJS| TS OIS? (1)

With [S] = 1 — x[NO,] — [NO] — [O]. Eqn (13)-(15) were
numerically integrated with a 4th-order Runge and Kutta
method whose time step d¢ was typically comprised between
10~7 and 10~ s. The values of the parameters used are given in
Table 2. Most parameters correspond to values for {210} facets.
When these quantities were not available, values for Pt(001)
were considered instead. This choice is motivated by the fact
that experiments performed under slightly different conditions
led to oscillations involving the central (001) facet of the samples,
indicating that the kinetic conditions are similar for both
orientations.”® We considered x = 2 and y = z = 1 for simplicity
but that qualitatively similar results are obtained for larger values
of these orders of reaction. The NO, desorption rate constant
(k_) was used as fitting parameter, since there is little informa-
tion in the literature concerning this quantity.

Numerical integrations reveal that the model presents self-
sustained oscillations of the coverages for a wide range of para-
meters in agreement with experimental data. Moreover, the
frequency of the oscillations matches those of the experiments.
An example of such oscillation is given in Fig. 6.

A single oscillation cycle can be decomposed into three main
stages. To fix ideas, we start from the state depicted by a cross
in Fig. 6. In this first stage, the surface is highly covered ([S] is
at its lowest) so that NO, can adsorb molecularly but cannot
dissociate. This leads to a slow buildup of the corresponding
coverage, [NO,]. The absence of NO, decomposition also has
the consequence that there is no more source of NO(ads),
whose coverage decreases as a consequence of desorption and
decomposition of this species. Since during the same period of
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Fig. 6 Time series of the coverages, obtained by numerical integration of
eqgn (13)-(15) with a time step dt = 1078, The initial condition was [NO] =
0.4, [NO,] = 0.2, [O] = 0. [Slerit = 0.5. The pressures are the same as in
Fig. 2. Other parameter values are given in Table 2.

time [O] remains low, the concentration in empty sites slowly
increases until it reaches the critical value at which NO,
decomposition is activated (see the arrow in Fig. 6). Once this
threshold has been crossed, a second phase is initiated in
which large amounts of NO(ads) and O(ads) are deposited on
the surface as a consequence of the rapid decomposition of NO,.
The simultaneous disappearance of NO, and rapid removal of O
through water formation lead to a rapid increase of the number
of empty active sites. However, the decomposition of NO, also
releases NO species which are not rapidly removed from the
surface. This leads to a third phase of the oscillations where NO
slowly builds up so that the number of available empty sites
decreases and, eventually, goes below its critical value again so
that a new cycle can begin.

In order to allow for a more direct comparison with experi-
mental results, numerical integrations can also be used to
predict the time evolution of the electronic current, which we
expect to be proportional to the recorded brightness level. In its
simplest form, the Fowler-Nordheim theory predicts that the
amplitude I of the emission current is given by®

b‘i/z) (16)

where A is the area of emission, F the external electric field
intensity, ¢ the local work function; a = 1.5414...x 10 *AevVV 2
and b =6.8309...x 10° eV *? vV m* are universal constants. Since
experiments reveal no sign of the presence of surface reconstruc-
tions we can consider A and F to be constant. The local work
function is on the other hand expected to depend on the local
coverages and thus to vary in time. To take this into account we
consider that ¢ varies linearly with the coverages:

I =Aap~'F?exp (—

¢ = o + o[NO,] + B[NO] + 7[O] (17)

In this equation, ¢, = 5.35 eV is the work function of a clean
Pt(210) facet. The correction factor y is estimated to be ~ 1.5 eV
based on measurements of electron emission intensity in photo-
electron emission microscopy experiments performed on Pt(110)
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Fig. 7 Left hand side: Brightness peak as obtained by performing a periodic
averaging of oscillations reported in Fig. 2. Right hand side: Rescaled current
peak obtained with eqn (16) with F = 4V nm™%, « =1.0 eV, f = —0.75 eV and
y = 1.5 eV. The factor before the exponential has been chosen so as to
match the brightness amplitude, and the whole signal was translated to
account for the baseline of the brightness signal.

(whose work function is close to that of Pt(210)).**> The values of
o and f are not known and were used to fit the shape of the
experimental brightness peaks. The best fit was obtained by
taking positive values for o and negative values for f. This
suggests that molecularly adsorbed NO, tends to increase the
work function (and thus to decrease brightness) while NO has an
opposite, but less pronounced effect. With the chosen values, the
intensity of the current predicted by the model combined with
the Fowler-Nordheim equation bears strong similarities with the
brightness signal, as can be seen in Fig. 7, where the mean-field
prediction is plotted alongside a time-averaged oscillation peak
obtained from experiments. In particular, both the experiments
and the model predict a rapid increase of brightness in the first
stage of the oscillations, followed by a much slower relaxation
towards the initial state.

To summarize, the reaction model that we propose here is
able to predict the existence of oscillations (and thus of a limit
cycle) leading to periods and amplitudes of the brightness
signal that compare well with experiments. This supports the
idea that experimental observations correspond to oscillations
of chemical origin. One should however keep in mind that the
proposed reaction scheme is probably a very simplified picture
of the processes taking place in experiments. In particular, the
model rests on the idea that the H, pressure is large enough.
Consequently, it correctly predicts that the frequency of oscilla-
tions increases slowly with the H, pressure and saturates for
large Py, (not shown here), as observed in experiments. However,
for too low H, pressures the predictions of the model start to
deviate from observations. We observe for example that in the
model the frequency first decreases as Py, is lowered, as
expected, but then starts increasing again because of the appear-
ance of fast, very low amplitude oscillations. While developing
a more detailed model would certainly be illuminating, for
example to verify the type of bifurcation taking place, our main
focus here is on the role of fluctuations on the oscillations that
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are observed far from the bifurcation point (i.e., in the domain of
validity of the model). We will thus instead focus now on the
predictions of a stochastic implementation of the reaction
processes.

V.c The role of fluctuations

In view of the small size of the system involved, fluctuations of
the surface composition are expected to play an important role.
We take this into account by modelling the different reactions
as Markovian birth-and-death processes for the number of
particles of each species (Nno,, Nno and No), still considering
that the other state variables (such as the pressures and tem-
perature) remain constant. The probability P(N,t) to find the
system in a state N = (Nyo,, Nno No) at time ¢ obeys the chemical
master equation:
d

EP(Na [)

= [Wi(NIN = vi)P(N = vi, 1) = Wi(N + vi|N)P(N, 1)]

(18)

where i stands for one of the elementary processes and v; is the
associated vector of stoichiometric coefficients. The transition
probabilities per unit time W; are given in Table 3. The total
number of active sites Q = 2Nno, + Nno + No + Ni plays the role
of an extensivity parameter. Individual trajectories consistent
with eqn (18) were generated with Gillespie’s stochastic simula-
tion algorithm and form the basis of our stochastic analysis.

Using parameter values given in Table 2, simulations show
fluctuation-perturbed oscillations for a wide range of Q values.
The degree of regularity of these oscillations can be quantified
by comparing the half-time ¢;,, of the envelope of the auto-
correlation functions to the averaged period 7 (the mean first-
return time) of the signal. By convention, “true” periodic behaviors
are usually associated with situations where t,,, > T."**”*® Simula-
tions here show that this criterion is respected for Q > 107, which
is of the same order of magnitude as the value found for simple
chemical and biochemical models.*”**

In order to estimate the value of the extensivity parameter
corresponding to the experimental results considered here,
we compared the temporal autocorrelation functions of the

Table 3 Transition probabilities per unit time for the different processes
involved in the simplified model. The numerical values for the various
parameters are the same as in Table 2 (except for Q, see text). Ng = Q —
2Nno, — Nno — No stands for the number of available empty surface sites

Process Transition probabilities per unit time (s™*)

NO, adsorption I Ng(Ns — 1)Q 7

NO, desorption k_1Nno,

NO, decomposition kiNno,(Ns — 1)Q~! if [S] > 0.5
0 otherwise

NO desorption ksNno

NO decomposition ksNno(Ns — 1)1

H,O formation kak
2 e Nao(s (s 202
& 6/VNO
2+ 0
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Fig. 8 Comparison between the experimental autocorrelation function
C(t — to) (blue dots) and the one obtained by stochastic simulations (black
curve). Both curves are based on time series of the brightness. The experi-
mental results correspond to the conditions of Fig. 2. The stochastic simula-
tions were performed with the parameter values given in Table 2 and with
Q = 39800 (the partial pressures are the same as in Fig. 2 as well).

brightness obtained with simulations to their experimental
counterpart. 2 was then varied until the two curves match.
Fig. 8 gives an example of such a “correlation-based” fitting
procedure. For this particular example, we found 2 ~ 40000
and similar values (Q ~ 10°-10*) were obtained for the other
cases. It is interesting to compare these values with an estima-
tion of the number of active sites in the ROI The ROI has an area
of ~8 nm? which corresponds to approximately 40-45 active
sites. However, we observed in the experiments that the 4 facets
corresponding to the {012} orientation oscillate in an almost
perfectly synchronous way.'”> This synchronization could be
traced back to a fast propagation of waves across the sample
that effectively couples the different regions of the tip.'® It takes
only about 20 milliseconds for the waves to propagate over the
whole observable part of the sample. This suggests that with the
time resolution used here, the observed dynamics would corre-
spond to that of a “homogeneous” system comprising all the
active sites of the sample. The field of view presented in Fig. 1
corresponds to only ~10° surface sites, but the accessible
sample surface in FEM is usually estimated to be close to
2/3 of the area presented by the (almost) hemispherical apex.
Using a curvature radius of 20 nm and the lattice constant of
platinum leads to a total of about 10* surface sites, which is
indeed close to the values we obtained for Q by fitting the
autocorrelation functions. This result points to the idea that
parts of the surface that remain dark or cannot be observed in
FEM could also be participating in the reaction.

Realizations of Gillespie’s algorithm with the appropriate
Q values lead to oscillations having a fluctuating period and
amplitude, in qualitative agreement with observations (see
Fig. 9 for a comparison between experimental and theoretical
time series). However, as can be noticed already by visual inspec-
tion of these time series, the amplitude fluctuates less in simula-
tions than it does in experiments. This difference is also at the
origin of discrepancies that start to appear between the theoretical
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Fig. 9 Experimental (top panel) and theoretical (bottom panel) time series
for the brightness of the signal. Experimental conditions and model para-
meters are the same as in Fig. 8.

and the experimental autocorrelation functions for long delays.
This can be seen already in Fig. 8 where the experimental auto-
correlation decreases faster than the theoretical one after
~12-13 periods. There could be several reasons behind these
differences. One possibility would be that molecular noise affects
oscillations differently in the experiments and in the model.
Indeed, in a recent paper,** Cosi and Krischer highlighted two
paths to the loss of regularity in oscillations for the stochastic
model of an electrochemical system. One of them corresponds to
a strong variability of the amplitude, with a probability distribu-
tion of the first return times remaining more or less Gaussian.
The other is characterized by strong fluctuations of the first
return time, which reflects itself in the form of highly asymmetric
probability distributions with pronounced long tails. In our case,
the first return times of oscillations follow distributions that are
highly symmetric and can be well fitted with a Gaussian curve, in
the experimental case as well as for simulations. This seems to
indicate that they both belong to the “amplitude” type and that
the observed differences cannot be attributed to a different role
played by fluctuations.

The “missing noise” could arise from additional reactive
steps that were not included in the model, or could originate
from local fluctuations in the partial pressures or temperature.
Another possibility is that the amplification of the electric current
by a multichannel plate, which is necessary in FEM for visualiza-
tion of the signal, could generate noise as well. In any case, we
should expect that the noise of internal origin modelled by the
chemical master equation is not the only source of stochasticity
in the experiments. The deviations could also be due to the fact
that all the processes and interactions at play are not included in
the model. It is for example known that additional nonlinearities,
which could here arise from additional reactive steps or because
of lateral interactions between adsorbates, tend to make stochastic
oscillations more robust. Neglecting such contributions can lead
to an overestimation of Q and, thus, to differences in the auto-
correlation functions.

These differences are also reflected in the shape of the
stochastic craters that can be reconstructed from the time

Phys. Chem. Chem. Phys.


http://dx.doi.org/10.1039/c8cp02547a

Published on 03 August 2018. Downloaded by Washington University in St. Louis on 8/8/2018 11:07:22 AM.

Paper

65

i 68 71
rightness (1) 77

Fig. 10 Stochastic crater obtained by stochastic simulations, with para-
meter values identical to those of Fig. 8. The histograms were constructed
in a way identical to the one presented in Fig. 5.

series of the simulations. An example of such a crater is given
in Fig. 10.

To obtain this figure, we followed the same procedure as the
one used for experimental time series: we chose a time delay (here
400 ms, like in the experiments), and plotted the probability of
occurrence of a (B(t), B(t + 7)) state. Visual comparison between the
two probability distributions indicates that the model captures
most of the variability of the recorded signal. We note in parti-
cular the presence of a global maximum close to the baseline of
the signal (appearing in red in Fig. 10) and several local maxima
that are located on the “corners” of the cycle. However, the slopes
of the crater are much steeper in the case of simulation results.
The phenomena that we neglected thus not only affect fluctua-
tions along the cycle, which result in a more rapidly decaying
autocorrelation function, but also fluctuations transversal to this
cycle that lead to more dispersed trajectories, more dispersed
amplitudes and, thus, to shallower probability distributions.

VI Conclusions

The role played by fluctuations in reactive systems, including
the shape and properties of the stochastic attractors that they
define, has been mostly analyzed theoretically. Field Emission
Microscopy represents in this context a unique tool to validate
these predictions experimentally. The effect of fluctuations on
the dynamics of nanoscale systems had been previously assessed
with this technique in the case of the bistable CO + O, reaction on
platinum. Fluctuations were shown to induce transitions between
states and thus lead to multimodal probability distributions for
the signal, in accordance with theoretical predictions.”>*® In the
present work, we analyzed the case of oscillating systems by
combining Field Emission Microscopy with time-delay phase
space reconstructions and time series analyses. We showed that
the oscillations define a deterministic ‘“backbone” corresponding
to a limit cycle. Due to the small size of the system, fluctuations
are present and their combination with the underlying determi-
nistic behavior leads to spontaneous explorations of trajectories
away from the cycle. These events lead to the emergence of a
stochastic crater when plotting the probability distribution of the
system’s state in phase space. A simple reaction model was able
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to reproduce both the existence of the limit cycle and of the
associated stochastic crater, which supports the idea that the
observed dynamics is of chemical origin.

Further investigations are of course needed to extract more
information from the combination of experiments and model.
One of the questions that should be assessed in the future is what
controls the amplitude of oscillations away from the limit cycle in
phase space. The properties of fluctuations along the cycle were
already analyzed and were shown to obey a universal scaling
law."* Such fluctuations induce a phenomenon called phase
diffusion resulting in a dispersion of the first return times around
their mean. The variance of these first return times is expected to
be given by a specific combination of kinetic parameters.**
However, the properties of fluctuations transversal to such cycle
are not known to obey any similar law. A priori, one could expect
that the intrinsically attracting character of the limit cycle would
result in small fluctuations of the amplitude, but this is not
always the case. It has been suggested that the divergence of
phase space trajectories in the deterministic limit could be a
good indicator of the amplitude of such fluctuations.>” The
experimental setup we used here could represent an invaluable
tool to verify such proposals on a real-world system.

More importantly, though, we believe that similar studies
should be performed to study the elusive case of deterministic
chaos, which represents the next step in the complexity of
dynamical systems. There has been some controversy in the
literature on the observability of deterministic chaos in the
presence of noise.””*®* Some authors advocated that in small
systems, the amplitude of fluctuations are amplified due to the
intrinsically diverging character of chaotic trajectories in phase
space and that, as a consequence, they become of the same order
of magnitude as the deterministic trajectories. In this view, the
underlying chaos thus cannot be observed. Other authors argued
on the other hand that the presence of a strange attractor confers
robustness to chaotic dynamics and that a “blurred” version of
deterministic chaos should be observed. While these questions
have been analyzed with the help of simulations,*>*® nanoscale
experiments should help settle this debate. We plan to perform
these experiments in a near future.
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