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This work investigates experimentally the mechanism by which chemical oscillations emerge in a
nanometric system. We monitor the spatiotemporal dynamics of an oscillating reaction on the surface of a
nanosized three-dimensional Pt model catalyst. Using high-resolution field emission techniques, we are
able to show that the oscillations are generated by nanoscale chemical target patterns of much shorter
characteristic time than the period with which the oscillations occur. Our observations are made for a
specific reaction system—NO2 reduction with hydrogen—and represent the first experimental evidence for
the presence of target patterns at the nanoscale. They can be seen as an experimental demonstration of
reaction-diffusion mechanisms to hold at the nanoscale as they do at the macroscale. These results shed new
light on the emergence of complexity through different time and length scales.
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Far from thermodynamic equilibrium, chemical reactions
can exhibit time and space symmetry breaking for which
dissipative phenomena such as periodic oscillations [1–4]
and associated periodic chemical waves [5–7] are well-
known examples. These phenomena have been observed in a
variety of situations including reactions in aqueous phase
[8,9], heterogeneous catalysis [10–14], or biological sys-
tems [15]. In recent years, the focus has been put on the
conditions under which these behaviors can be found at very
small scales. This question is central to understand the
dynamics of reactive microsystems, including biological
cells or dynamically responsive solid nanoparticles.
The factors controlling the importance of fluctuations in

chemical oscillations have been thoroughly characterized
from a theoretical point of view [16]. It was shown that the
number of molecules participating in a reaction is a critical
parameter leading to the conclusion that oscillations should
not be expected in nanometric systems. Nevertheless,
regular periodic behaviors have been imaged and charac-
terized at such scales, for example, during the NO2 þ H2

reaction on three-dimensional platinum nanocrystals [17].
These results suggest that a mechanism exists which
ensures the robustness of oscillations at very small scales.
In this work, we elucidate the nature of this mechanism

for the above-mentioned oscillating NO2 þ H2 reaction by
using high resolution field emission techniques [1]. We
show that the oscillations emerge thanks to the coupling of
even smaller and faster nonlinear phenomena. The ignition
of the reaction occurs locally on small metal facets that
produce chemical target patterns with nanometer-wide
fronts propagating over short time scales (∼10−3 s).

These facets communicate with each other to collectively
generate the previously reported oscillations, the period of
which is much longer (∼1 s). These results demonstrate
that nonequilibrium systems can present a sort of recursive
pattern of dissipative phenomena spanning over different
spatiotemporal scales.
For the present study, platinum samples are conditioned

as sharp tips that mimic the size and shape of single
nanoparticles encountered in supported catalysts. The
(quasi)hemispherical apex of such tips has a radius of less
than 30 nm and presents different facets corresponding to
different crystallographic orientations. The sample can be
imaged with atomic resolution by field ion microscopy
(FIM), as depicted in Fig. 1(a), with the corresponding ball
model in Fig. 1(b) highlighting the morphological and
surface topographical features of the sample. The sample
can also be imaged with nanoscale resolution either at low
temperature or under reaction conditions by field emission
microscopy (FEM) [Fig. 1(c)]. A mixture of the two
reacting gases is admitted to the microscope chamber,
which is run as an open reactor, and the changes in the field
emission patterns are monitored in real time. A description
of the experimental procedure can be found in the
Supplemental Material [18].
We focus on a parametric domain where regular periodic

oscillations of brightness can be observed in the FEMmode
[21]. The oscillations are initiated by first introducing NO2

into the microscope chamber, which results in a decrease of
the overall image brightness. The same trend has been
observed in the presence of pure oxygen [22], which leads
us to conclude that adsorbed oxygen species are most likely
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responsible for this brightness change. After the subsequent
addition of hydrogen, the brightness starts fluctuating
around the background value until a threshold H2 pressure
is reached [23]. Once this critical value has been exceeded,
periodic oscillations of the brightness appear on some of
the crystallographic orientations. With a 40 ms temporal
resolution, all the facets involved seem to ignite simulta-
neously. These facets are located along the h010i zone lines
connecting the f011g facets to the central (001) pole. As an
example, Fig. 2 shows the time series of the brightness of a
region of interest (ROI) centered on a f012g facet. The
oscillations remain regular for hours under constant control
parameters.
The robustness of the oscillations is unexpected in view

of the small size of the facets where they take place; these
facets contain up to ∼100 adsorbed molecules each. This
suggests that a coupling mechanism exists between the
different facets. Gas-phase coupling is unlikely to play a
decisive role here. FEM experiments are conducted under
isothermal conditions and at low pressures, so that the mean
free path of molecules in the gas phase is by orders of

magnitude larger than the typical size of the microscope
(∼20 cm diameter). The fast propagation of heat waves as
phonons inside the bulk of the sample also excludes any
coupling between facets via heat transfer [24]. Instead, the
robustness of the oscillations is expected to be due to a
spatial coupling by surface diffusion.
To characterize the coupling between facets, additional

experiments are performed with a camera with very high
temporal resolution; rather than monitoring dynamic proc-
esses with 50–100 fps, as previously available, 10 000 fps
(and higher) are now being used and allow entering the
lower microsecond time scale. A (111)-oriented Pt sample
[see Fig. 3(a)] is used for these experiments. To provide a
guide to the eye, the low-temperature FIM micrograph is
superimposed to the FEM reaction pattern at 390 K. The
active f011g facets appear bright. The different ROIs used
for brightness analyses are presented in Fig. 3(b) and
cover all three f011g facets and their close neighbors.
Figures 3(c) and 3(d) show the sequence of ignition with a
temporal resolution of 0.1 ms. The facets ignite in a
sequential manner. To estimate the delay between two
different facets, a threshold value of the brightness is
defined as the time at which the increasing part of the
brightness peak reaches a value of 10 units of brightness
above the background signal. The full gray scale contains
256 steps in these experiments. This definition provides

FIG. 2. Brightness signal of the self-sustained periodic oscil-
lations probed on a region of approximately 10 nm2 correspond-
ing to a f012g facet. Inset: representative oscillation peaks
(T¼390K,F ∼ 4 Vnm−1, partial pressures PH2

¼1.05×10−2Pa,
PNO2

¼ 3.64 × 10−4 Pa).

FIG. 1. Characterization of the sample: (a) Field ion micro-
graph of a pure (001)-oriented Pt sample with the main Miller
indices (conditions: temperature T ¼ 60 K, Ne pressure
PNe ¼2×10−3 Pa, static electric field intensity F∼35Vnm−1).
(b) Ball model of a face-centered cubic crystal lattice shaped as a
quasihemisphere. The most protruding atoms, corresponding to
kinks and step positions, are colored white. (c) Field emission
pattern during NO2 hydrogenation at 390 K exhibiting fast
ignition of the reaction (F ∼ 4 Vnm−1). The small square
indicates the region of interest and is focused on a facet with
f012g symmetry.

FIG. 3. Coupling via diffusion: (a) Low-T FIM pattern and
high-T FEM pattern during the NO2 þ H2 reaction (the field of
view of the micrograph corresponds to ≈50 nm. (b) FEM pattern
along with probed ROIs for brightness analysis. (c) Brightness
signal of a single explosive ignition monitored in three different
ROIs covering. (d) A close-up on the signals showing the delays
between ignitions in the different ROIs. Conditions: frame
rate¼10 000 fps, T ¼ 390K, F¼ 4Vnm−1, PH2

¼3.6×10−3 Pa,
PNO2

¼ 1.43 × 10−4 Pa.
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delay times of ð8� 4Þ ms for the ignition between ROI 1
and ROI 2 and ð14� 4Þ ms between ROI 2 and ROI 3,
respectively. The total time lag between ignition in ROI 1
and in ROI 3 is ð22� 4Þ ms. Note that the uncertainties in
delay times are related to the analysis of ignition in different
experiments.
These delay times point towards a spatial coupling by

reaction diffusion. Indeed, since the distance between the
centers of two different f011g facets is ∼21 nm, the
coupling propagates with an effective velocity of
∼2 μms−1. This value is close to the velocity of reac-
tion-diffusion fronts observed for other similar surface
reactions in similar conditions, such as the COþ O2

reaction on Pt single crystals and tips (front velocity
between 0.5 and 46 μms−1) [24–27]. A more detailed
analysis of the very first moments of the explosive ignition
inside the f011g facets confirms that nanometric chemical
waves are indeed propagating on the surface. However,
these fronts evolve over spatial and temporal scales that
differ markedly from those of the global oscillations.
Several FEM snapshots of the upper f011g facet are

presented in Fig. 4 along with the line profile of brightness
probed at the center of the facet. At t ¼ 0 ms, the reaction
is triggered in the center of the facet and accompanied by an
increase of the local brightness. The brightness signal then

propagates isotropically, in the form of a ringlike feature,
towards the border of the facet while the center darkens.
The line profiles indicate that a peak splitting occurs after
∼0.5 ms. The wave propagates towards the facet ledges
where it halts for times between 1.8 and 3.8 ms.
Approximately 1.8 ms after triggering the first reaction
front, a second reactive burst can be seen to develop in the
center of the facet. The corresponding brightness of this
burst first increases and then spreads over the facet. The
overall brightness signal subsequently blurs to become
almost uniform (see Fig. 4 after 6.8 ms). Eventually, the
overall brightness fades away over longer time scales (in
the range of a few seconds). This ignition-propagation-
re-ignition phenomenon is seen in more than 50% of the
experiments. In some cases, similar dynamics can be
observed on the three f011g. In other instances only one
facet shows propagating fronts, while the other two ignite
homogeneously. It has to be noted that the ignition of waves
occasionally occurs at different regions which are, within
the resolution of the microscope, supposed to be the border
of the facet.
The succession of propagating rings is reminiscent of a

macroscopic reaction-diffusion behavior known as target
patterns. Target patterns are a typical feature of two-
dimensional excitable systems. In such systems, local

FIG. 4. Nanoscale target patterns: Sequence of FEM patterns of a f011g facet [ROI 2 in Fig. 2(b)] and corresponding line profiles of
the brightness during the explosive ignition. Conditions: frame rate¼10; 000 fps, T ¼ 390 K, F ¼ 4 Vnm−1, PH2

¼ 3.6 × 10−3 Pa,
PNO2

¼ 1.43 × 10−4 Pa.
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pacemakers induce a pulse of concentration which then
propagates in the form of a wave [28]. These pacemakers
are usually associated with impurities or (in the case of
surface reactions) with larger-size defect structures [29]. In
view of the small size of the facets under investigation, it is
likely that intrinsic statistical fluctuations in the density of
adsorbed species are responsible for triggering the scenario
[30]. Further experimental investigations are necessary to
confirm that the local dynamics are indeed of the excitable
type. However, we already note that coupled excitable
systems can, in theory, lead to globally periodic behaviors
with a quite different time scale, which is qualitatively
consistent with our observation of target-pattern-induced
global oscillations.
Analysis of Fig. 4 shows that the velocity of the wave

front is ∼2 μms−1. This value is similar to the propagation
speed between different f011g facets and indeed implies
that a reaction-diffusion process is at play. It also suggests
that the waves observed in the facets are responsible for the
coupling between facets. Our observations would thus
appear to be interpreted as the nanoscale equivalent of
target patterns for which the center of the nano-sized facets
is the prime location for the onset of the process.
This hypothesis is supported by the fact that the

characteristics of the observed nanosized waves agree
qualitatively with the predictions of a simple reaction-
diffusion system. We expect that the dissociative adsorption
of NO2 on the surface produces NO(ads) and O(ads), while
the adsorption of H2 leads to H(ads). NO(ads) itself can
dissociate to O(ads) and N(ads). The latter has a low
binding energy on Pt and therefore readily recombines to
quickly desorbing N2 species. We thus expect the kinetics
to be dominated by the reaction between O(ads) and H(ads)
to water. A more detailed description of mechanism can be
found in the Supplemental Material [18]. This hypothesis is
consistent with the sharp increase of brightness observed in
the experiments: Water is indeed known to increase
the image brightness in FEM on Pt [22,31]. Moreover,
H2O (ads) itself desorbs rapidly, which frees empty sites
where additional gas species can adsorb. The formation of
water is thus autocatalytic. The velocity of a propagating
wave induced by such an autocatalytic reaction is expected
to scale like

v ∝
ffiffiffiffiffiffiffiffiffiffiffiffi

DOkR
p

;

where DO is the diffusion coefficient of the least mobile
adsorbate [O(ads)] and kR is the net reaction rate constant.
SinceDO ≈ 10−13 cm2 s−1 at 390 K on Pt(110) [28] and the
reaction rate constant for water formation is kR≈5×105 s−1
[32], the reaction-diffusion approach predicts v≈2 μms−1,
which is in very good agreement with our observations.
Similar arguments may be used to estimate the width of

the corresponding reaction-diffusion pulse, for which the
surface lifetime and diffusion coefficient of the main

inhibitor of reaction are needed. The thermal desorption
of NO(ads) is rather slow at 400 K on stepped Pt surfaces
[33] and we expect this species to inhibit the reaction by
blocking adsorption sites. Its lifetime is determined by the
inverse of its decomposition rate constant, kdis ≈ 10 s−1
[34] and its diffusion coefficient has been experimentally
determined to be DNO ¼ 2 × 10−13 cm2=s at a similar
temperature on Pt(100) facets [35]. The diffusion length
of the inhibitor can thus be estimated as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DNO=kdis
p

≈1nm,
which is consistent with the width of the leading front of
pulses observed in the experiments.
To summarize, we have investigated the reasons behind

the unexpected regularity of chemical oscillations at the
nanometer scale for a model surface reaction system. We
used to this end an innovative approach combining the high
spatial resolution of field emission techniques with the high
temporal resolution of a high-speed video camera. While
the highly regular periodic oscillations are rather slow
(period of a few seconds) and involve the entire nanosized
crystal, the system is found to produce rapidly pulsating
chemical waves which propagate over nanometric distances
inside small facets and create target patterns. Isotropic wave
front propagation to facet ledges occurs within 2 ms. The
different active facets subsequently couple via surface
diffusion through fronts propagating with a similar velocity.
Synchronizing the entire nanocrystal surface takes between
20 and 30 ms, which is the time needed to reach the
maximum of a single peak in the global (slow) oscillations.
The different facets then recover their initial state in a
simultaneous fashion, which corresponds to a decrease of
the global signal to its minimal value.
Our study demonstrates a coherent picture in which

spatiotemporal organization occurs at all the investigated
length and time scales. These results suggest that at least
some of the nonlinear dynamical behaviors observed on our
scale could be the result of the interplay of smaller scale
dissipative phenomena, which, by interacting with each
other, manage to emerge through multiple scales, from the
bottom up.
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